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Abstract— In this paper we obtain a homogeneous, continuous,
quadratic and strict Lyapunov function for Levant’s Second
Order Differentiator. Since its derivative is a non quadratic,
discontinuous, homogeneous form its negative definiteness is de-
termined using some new inequalities, providing coarser bounds
than Young’s inequalities.

I. INTRODUCTION

Differentiators are important in control, as for example in
the construction of PID controllers, Unknown Input Observers
and in the Fault Detection Problem, to name some appli-
cations. Two main problems need to be considered in their
construction [7], [8]: the presence of measurement noise, that
is inevitable in any application, and the uncertainty in the input
signal to be differentiated. The uncertainty of the input signal
comes from the fact that the same differentiator is expected
to work for a whole class of signals. A differentiator is called
exact [7] for some input o (t) if it provides the true derivative
¢ (t) in the absence of noise. It is called robust for o (t) if,
in the absence of noise, the output tends uniformly to the true
derivative & (¢) when the input tends uniformly to o (t).

Traditionally, differentiators are constructed by using a
linear filter that approximates the transfer function of an ideal
differentiator. In particular, linear High-Gain (HG) observers
can be used as differentiators [8]. Since no linear (and in
fact, nonlinear but continuous) algorithm can be exact on
the class of signals with non-vanishing second derivative, i.e.
with L > 0, HG observers can only approximate an ideal
differentiator as its gain tends to infinity.

In [7] A. Levant presented the so-called “Super-Twisting””’
(ST) differentiator. This is a discontinuous algorithm that
is exact and robust in the class of signals with bounded
second derivative, i.e. |5(t)] < L, i.e. in absence of noise,
it computes exactly the first order derivative of a signal in the
class. This algorithm is later generalized to any differentiation
order in [9]. Convergence proofs for these differentiators have
been obtained mainly by geometric methods [7], [9] and/or
using homogeneity properties [10]. For the ST-differentiator a
(quadratic) Lyapunov function has been obtained recently [4]
(see also [5]), that provide necessary and sufficient conditions
for its convergence, and allow to use linear-like analysis and
design methods [6], [11]. However, for higher order differen-
tiators such Lyapunov functions have not been obtained.

The objective of this paper is to go one step further in the
construction of Lyapunov functions for arbitrary order differ-
entiators and we propose a Lyapunov function for the second
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order differentiator. This Lyapunov function is a quadratic
form but not its derivative, which is also discontinous. This
is in contrato to the case of the ST Differentiator [6], [11],
for which both the Lyapunov function and its derivative are
quadratic forms, so that the determination of their positive
and negative definiteness, respectively, can be made with the
standard tools of algebra. The main difficulty is determining
the negative definiteness of a non quadratic and discontinuous
form. Since the use of standard inequalities such as Young’s
inequality for this purpose seems to be very restrictive we
have developed some special inqualities in this paper to solve
this problem, which can be seen as generalizations of Young’s
inequality. The rest of the paper is organized in the following
form. In the next section the second order differentiator is re-
called, the proposed Lyapunov function and how to determine
their positive and negative definiteness, respectively, which
consists in a set of nonlinear inequalities in the parameters
of the problem. In Section III we provide some details on
how to solve this set of inequalities and give some solutions to
them. This shows in particular that the inequalities are feasible.
In Section IV the main inequalities used in the paper are
presented (without proofs, due to lack of space) and, based
in them, we provide the proofs of the main results.

Notation 1. in this paper the following notation is used: for
a real variable z € R to a real power p € R

2P = |z|P sign (2)

2 . .
so that 2% = |z|” sign (2). In order to write the usual 2* one
has to write |z|”. Therefore

0

20 =sign (z) , 2P2% = |z|P sign (2) |2|? sign (2) = |z[PT9

202P = 2P, 20 )2)P = 2P .

II. PROBLEM STATEMENT AND MAIN RESULTS
In [9] Levant proposes the 3rd order system
2
2:’1 = —kl (Zl — O'(t))3 + zZ9

by = —ky (21— 0 (£))3 + 23 (1)
3= —ks (21 — o ()"
to estimate exactly and in finite time the first and the 2nd
order derivatives of the signal o (t), i.e. 22 (t) — ¢ (¢) and
23 (t) — 7 (t), for some appropiately designed gains k;, i =
1,2, 3. Defining the differentiation errors z; £ z; — 0¥ (t)
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their dynamics is given by

2
T = —k‘l.’L‘f + Zo

1
33‘2 = —kgl‘f’ + T3 (2)
i‘g = 7]{331‘(1) + 7 (t)

where 7 (t) = 03 (t) corresponds to the third order derivative
of the signal o (¢), that is assumed to be uniformly bounded,
i.e. for all t > 0, |7 (t)] < A. Note that (2) is homogeneous
[11, [10] of degree 65 = —1 with weights o = [3, 2, 1], and its
solutions are understood in the sense of Filippov [2]. Recall
that a vector field f : R® — R"™ (or a differential inclusion)
is called homogeneous of degree 6 € R with the dilatation
de : (1, oy ..., xp) — (KP 21, KP22o, ..., KPrxy,), where
p = (p1, p2,..., pn) are some positive numbers (called
the weights), if for any x > 0 the identity holds f (z) =
k7%d 1 f (d.x). A scalar function V : R® — R is called
homogeneous of degree § € R with the dilatation d,; if for
any s > 0 the identity holds V' (z) = =%V (d,.x).
Consider the following continuous Function

4 2
V(z) =mlz1]® — v122{ 22 + 72 22| + Y13T123

- 7231’256525 + 73 |5173|4

V (z) is homogeneous [1] of degree dy = 4, with weights

= [3, 2, 1], i2t is differentiable almost everywhere, but due
to the term z} it is not locally Lipschitz. We will derive
conditions for the coefficients (y1, Y12, V2, V13, V23, v3) and
for the gains (k1, ko, k3) of the algorithm such that V (z) > 0
and V < 0 for all z € R3, z # 0. For simplicity, we will
consider here the case in which v3 = 0. In that case V' () is

a quadratic form in the vector ¢7 = 15 , x9, 3 |, le.
ga! —3712 0

V(z)=¢T¢, T=| =3y 7 =iy |. O
0 *%723 73

This implies that that V (z) is p.d. if and only if I' > 0.
However, V is not a quadratic form.
To state the main results we will introduce two relevant
functions.
« Function b (a; p) is a real valued function of the real, non
negative variable a > 0, with a (real) parameter p given

by
4 1ZI—IpI(V4+-V|pF-+12a)

baip) = - L@

o

1
2

2
(1614 VioP + 120)

Note that =5-*> > 0 so that b(a;p) is monotonically
increasing (in a). Moreover, b(i |p|2;p) = 0 and

%|p|2) and it

oo) . Furthermore,

Ob(asp)

therefore b (a; p) is negative for a € (0,
is positive for a € (% p|?

lim b(a;p) = —c0.

a—0t
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o Function S (a; A, 1 (t)) is a real valued function of the
non negative real variable o > 0 and depending on a
real parameter A and a real, non negative, time-varying
function p (t), that is uniformly bounded

0 < pim < pu(t) < pupr VE>0. ()
Bas A p(t) =
— ma‘X(/B (a)_ﬂﬂ’L762<a)+u1\/I) ) OéS%lAF
max (f1 (@) — fhm s yr) 04>%|/\‘2 ’
(6)
where
51 () = —ow“‘;’ () = M2 (@) + 71 () @)
Ba (@) = —ars (o) + Ar3 (a) —ro () .
and
A+ /AP + 3a A+ /A = 3a
r (@) = ™ ,ro(a) = 30, .

The derivative of the Lyapunov function candidate (3) along
the trajectories of the perturbed system is (almost everywhere)

V(r) = —qu || + Q12$1 To— oY12— 1 — 7N27i T3 (8)

3 |z1]3

1
1 0.3 3
+ Yoskow} 23 — qu3x T3 + qozwaws — Vo3 |73

4
Q1 = (371]61 — ’712/f2> s q13 =473 (k3 - $?7T (t))

2 1
=2 21 — ok + ~y10k
q12 <3’Y1 Y2R2 + 3’712 1)
g23 = 2 [v2 + 723 (ks — 297 (t)) 298]

Note that V' is homogeneous of degree d;, = 3, with weights
0 =3, 2, 1], and it is discontinuous.
The main result of the paper is the following Theorem

Theorem 1. Consider the continuous and homogeneous func-
tion V (x) given by (3). V (z) is positive definite and radially
unbounded if and only if

>0
>0.

1,2
o
271723

71 >0, 7172 —

9
[v172 — $9%5] s — ©)

1% given by (8) is negative definite for every value of the
perturbation satisfying | (t)] < A if

ks > A, (10)
Y2 >0 a1
Y23 > 0 (12)
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and there exists an o > 0 such that

} 24 (|72] + |yes (ks + A)))°
vzl \/32 M2723 (1= k2B (a3 A, 1 (1))

(13)
1, 2
2(0) > ;o (14)
1
Blaidp(t) < - 15)
2
where
2 (4
z (a) = § (3711451 - 712762 - ’723k206> Y12,
2 1
P =qi2 =2 (’Yl — Y2ko + 712/€1> ;A= i , (16)
3 3 Yoska
and
ks — A ks +A
m3473(3 ) g & 73 (k3 + A) (17
Y23k a3k
ks — t
(t)7473( 3 — 217 ()
Y23k
In this case V (x) satisfies the differential inequality
V< —kVi (18)

for some positive k and it is a Lyapunov function for the system
(2), whose trajectories converge in finite time to the origin
x = 0 for every value of the perturbation. The convergence
time of a trajectory starting at the initial condition xo can be
estimated as

o

R

The unperturbed case is obtained by setting 7 () = 0 and

A = 0. In particular, it is obtained that u,, = uy = p =
4 Yaks

vazksa . . .

The previous Theorem provides conditions to find a Lya-

punov function for the system (2). However, it is not a
priori obvious that there exist indeed values of the parame-
ters (k1, k2, ks, V1, Y2, V3, V12, Y23, ) for which the conditions
imposed in the Theorem are satisfied, i.e. if the system of
inequalities is feasible. In the next section it will be shown
that there are indeed sets of values for the parameters, that
fulfill the conditions of the Theorem.

Corollary 2. Suppose that the origin x = 0 is finite-time
stable for system (2) a set of gains (ki1, ko, k3), and that
V (z) in (3) is a Lyapunov function for a set of parameters
(Y1, 712, V25 Y23, V3)- Then the origin x = 0 is also finite-time
stable for system (2) for the set of gains (Lkl, L2k, L3I<;3),
and that V (x) in (3) is a Lyapunov function for the set of
parameters (L™*yy, L™5y12, L™575, L™ %3, L™'273), for
every constant real number satisfying L > 0 in the unper-
turbed case (A = 0), or L > 1 in the perturbed case (A # 0).
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III. FEASIBILITY OF THE SYSTEM OF INEQUALITIES

In order to find values of the gains (k1, ko, k3) that render
stable the differentiator (1) stable and to find a Lyapunov
function for it, i.e. find the parameters (1,72, 73, V12, V23)>
the highly nonlinear system of inequalities (9), (10)-(12) and
(13)-(15) have to be solved. Moreover, it is not obvious that
this system of inequalities is feasible.

Given a value of A, a set of values for
(kl, kg, k’g, Y1572, 73, V12, ’)/23) is feasible if it satisfies
the set of inequalities. This can be established by checking
directly the inequalities (9), (10)-(12). The last three ones
(13)-(15) require to find a value of a > 0 fulfilling the
conditions.

Selecting 1 = 1 (without loss of generality), (712, Y23, k3)
satisfying (10)-(12) and

S O £ Fp A B
47 ’ (-1 ’

inequalities (9) will be satisfied for every n > 1 and § >
1. Replacing these expressions in (13) and taking the square
power one obtains

Bloz A, pu(t)) <v(a)
v(a) 2 1 1_274&77’7%2‘1"}’23 (k?3+A))3
ke 32 y127230? (2 () 5 p)

(20)

where
2 32 24q2
b (a;p) = 23
(161 iof + 120
4

2
+ |pl? (Ipl +1/1o” + 12@)} 3 ol ,

+

2 1 1
p=2 (3 - 1777%2/@ + 3712k1) .

Condition (14) corresponds to an upper bound for «, i.e.

4 vk 3 2 1
acdmby 2 3 (

1 2
2
- — = ko 4+ = k:> ,
3v23ks Y23 2712723k2 \ 3 477’712 2 3’712 1

and condition (15) clearly corresponds to an upper bound
for B. Within these bounds for a and S we have to check
if inequality (20) is fulfilled. This inequality has a simple
graphical interpretation: the graph of the function § («) has
to go below the graph of function v («)) for some value of
a in the permitted interval. In the next subsection we will
use this procedure to determine some feasible values for
(k1, k2, k3,71, 72,73, Y125 V23)-

Remark 3. In the special case when p = 0 then

24
b2 (a) = 3—§a5
4 1 2
ko= = ( + /€1> 2D
3nvi2 \ V12
568



[ [ Fig.1 [ Fig.2 ] Fig. 3 |
k1 12 4.44 132
2 0.42 5.75 50.82
ks 0.01 0.5 1331
o I I I
2 417 0.3 0.034
vs | 32322 [ 9x 1073 | 1.5x 10°°
12 2.71 0.73 0.246
V23 31.7 0.046 1.97 x 10~ %
A 0 0.1 0.1
7 227 227 227
5 3 3 3
Lm, 0.97 0.057 7.9 x 1073
1373 0.97 0.085 8.1x 103
TABLE I
PARAMETER VALUES
and therefore
3112
Blashp(t) < — 2 [1-
1 1,2 3
3 (3m7iy + Y23 (ks + A))

e

3 3 1
Vi2Vzsky \/m,jg;gz ((77 — 1)k — %) -
A. Some feasible values for (ki,ka, k3,71, 72,73, V125 V23)

We first consider A = 0, 74 = 1, and select ko as
in (21), so that p = ¢qi2 = 0. Selecting the values for
(k1, ks, 12, Y23, v, 0) given in the second column of Table I,
the other values of the parameters are calculated as described
previously. The graphs of functions v («) and 3 («) are shown
in Figure 1. Note that inequality (20) is fulfilled for these
values of the parameters, since in the interval (approx.) o €
[0.011, 0.014] the graph of 3 is below the graph of v. In the
same manner it is possible to check that selecting the same
values of (k3, 12, 723, v, 0) given in second column of Table
I, and for every value of k; in the interval k; € [1.1, 2.4]
the inequalities are still satisfied. The same is true if one
selects the same values of (ki, y12, Y23, v, 0) given in the
second column of Table I, and ks € [0.004, 0.016]. Note
that according to Corollary 2 all appropiately scaled values of
(K1, k2, k3, v1,72, 73, Y12, Y23) are also feasible for any L > 0.

Now we consider A = 0.1, v; = 1, and select ko as
in (21), so that p = ¢i12 = 0. Selecting the values for
(k1, k3, 12, Y23, ¥, 0) given in the third column of Table
I, the other values of the parameters are calculated as de-
scribed previously. The graphs of functions v (a) and S ()
are shown in Figure 2. Inequality (20) is fulfilled for these
values of the parameters, since in the interval (approx.) o €
[2.1, 2.4] the graph of 3 is below the graph of v. Note that
according to Corollary 2 all appropiately scaled values of
(k1, ko, k3,71, 72, V3, Y12, Y23) are also feasible for any L > 1.
In particular, using a value for L = 2.973 the values in the
fourth column of Table I are obtained. Figure 3 shows the
graphs of functions v («) and 3 («) in this case, confirming
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o

Fig. 1. Graphs of the two functions involved in inequality (20) with values
in the second column of Table I

0.10 7

Fig. 2. Graphs of the two functions involved in inequality (20) with values
in the third column of Table I

that the inequality (20) is fulfilled for these values of the
parameters, since in the interval (approx.) a € [160, 205] the
graph of /3 is below the graph of v.

IV. PROOF OF THE RESULTS

In this section we will give a sketch of the proof of the
main results.

Note that the positive definiteness of V' (x) in (3) is easy to
check: V (z) is p.d. if and only if T" > 0, i.e. if and only if
(9) is fulfilled.

Now we will consider the derivative of V (z) along the
trajectories of the perturbed system (8), since the unperturbed
case will be a particular case of it.

A. Some inequalities

For the proof of the negative definiteness of V we will
require some inequalities. We will peresent them in this
subsection without a proof, due to lack of space.

From the classical arithmetic and geometric means inequal-
ity [3, Thm. 9, Section 2.5] it follows the classical Young’s
inequality:
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Fig. 3. Graphs of the two functions involved in inequality (20) with values

in the fourth column of Table I

Lemma 4. For every real numbers a > 0, b > 0, ¢ > 0,
p>1 q > 1, with %—i—% = 1 the following inequality is

satisfied
P b
ab< L 4 (22)
q
It follows from here that
2 282, B
|z1]? 23] < 3 |z1| + 3 |3 (23)
3
1 3 2 _‘5
| Jaal® < B2 foy | 4+ T g 4
3
205 Box
mmmz—ﬁ|w+2ﬂ 5/ (25)

The following inequalities are derived for our particular prob-
lem.

Lemma 5. Consider a non negative, time-varying p (t) > 0,
satisfying

0 < pm < p(t) < puns - (26)

Then, for every real value of x1 and x3, any real value of A,
and any positive value of § > O the inequality

2 1
— Az} w3+ 0w af — ()62w1x3<f|x1|+1962 lz3” 27)

is satisfied for all t, and every possible signal 11 (t) satisfying
26, if and only if

0= B (az A (1))
where the function B (c; A, (t)) is defined in (6).

The previous Lemma generalizes Young’s inequality, when
several monomials are considered. Applying Young’s lemma
to each of the monomials in (27) one can obtain a similar
inequality, i.e. using (23) and (24) one obtains

2 1
—Axfxs + oxd x% w(t )521719:3 <alr|+ 5 |z3\
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where
3
= (2513 |/\+77§35> 7B (613 I\ + 7713 i SR 52)

However, this last inequality is in general much more conser-
vative than (27), that is tight, since its conditions are necessary
and sufficient. Moreover, when (27) has only one monomial
on the left hand side, then it reduces to Young’s inequality. To
see this, consider the case when A =0, § = 1 and u(t) =0
in (27). Then we obtain that

5(a)251(a)0‘(\/;*a)3+<\/;7a> - 3\/23704

1.€.
1
aizd < alvi]+ B(a) |z

By Young’s inequality one obtains in this case

Po 75 s
oiad < T foa] + 5 Jal
and so .
2y72 2 2
o) = = =
B (@) 3 W

LS
34/35
that corresponds to the previous expression.

Lemma 6. For any real value of p, any positive value of § > 0
and for every real value of x1 and xo and any nonegative value
of a > 0 the inequality

2
1 x a
prx2—62| 2|1 §6—2|x1|—(5u|x2|2 (28)
|71]
is satisfied if and only if
v<b(ap),

where the function b(a; p) is defined in (4).
B. Negative definiteness of 1%

Using inequalities (28), (25) and (27) it follows

. 3 a 2 3

V < —qu |zi| + 27 21| = 4/ g’)’ub(a;P) |z2|® +

+ yazkoor [z1] + B (a5 A, (1)) 723k?2 25> — o3 |23
283 5
2 (Iv2] + |23 (k3+A)|)< T8 |2 23 |z3] )

where b (a; p) is given by (4), p = q12, 5 (a; \, pu (2)) is given

by (6), A and p are defined in (16) and (17), respectively. We

have assumed that inequalities (10), (11) and (12) are satisfied.
Therefore

V§—<(%71/€1 Y12ka) — QE
3
. ( 20105 (a) — 2 (el + s (ks + A))) ﬁ) o}

— (728 = 928k28 (@) = 2 (12l + s (ks + A)]) 25 ) [l

- 723k204) |21 | +
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and V is negative definite if, for some positive values of the
gains and some values of a > 0, 523 > 0, a > 0 the following
inequalities

4 3 a
<71/€1 — 712792) — -— — 723k >0

3 272
(29a)
5 265
220 (@) = 2 + s (s + 2)) 222 > 0
(29b)
Bas
Vo3 — 23k () — 2 (72| + [v23 (k3 + A)]) 3 >0
(29¢)

are fulfilled. From (29b) it follows that b (a; p) > 0 has to be
satisfied, what we will assume henceforth.
We eliminate from (29) the dummy variables a and Fo3.
Elimination of [53
Conditions (29b), (29¢) can be writen as

b(a; p)

3 2
22V 372 (s Jras (ks + A)))

5% S 2 (|y2] + |y2s (ks + A)])
23 3 23 — Yo3ka 3 ()

3
> B33

where it is required that vo3 — Y23k2/3 (o) > 0.
There exists such a [Go3 if

22 [ (|7l + s (ks + A)])°
3\ 72 (723 — 723k ()

Elimination of a
Using (29a) one obtains

>0

b(a;p) > (30)

2 /4
3 (3’}’1/61 — Y12k2 — 723k201) Yi2 > a.

Due to the monotonicity of the function b with respect to a,
and in view of (30), such an a exists if (13) is satisfied.

C. Differential inequality for V

We want to show that, given that V' is p.d. and V is n.d., the
differential inequality (18) is satisfied. Due to the homogeneity
of V and V, with degrees 6y = 4 and 0y, = 3, respectively,
it follows that the function

-V
W (z) = (2)
Vi (z)
is homogeneous of degree py = 0, and therefore, since

W (z) = W (k3x1, k*x2, kas) for every k > 0, all values
of the function are taken on the unity homogeneous ball,
ie. B = {x ER3 | |z1|5 + |aa| + |23 = 1}. On By, the
function V' is continuous and is different from zero. On B, the
function —V is different from zero, and it is continuous almost
everywhere, except on the points {x; = 0}. However, on these
discontinuity points it becomes +occ. Therefore, W (z) has a
(positive) minimum, that can be calculated by

k= min W (x) .
r€Bp
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This implies that

#(‘”) > k= V(z)<—kVi(z).

Vi (x)
From this differential inequality it follows immediately that
the trajectories converge in finite time to zero. The solution to
the differential equationd (t) = —kwv (t) is given by v7 () =
v (0) — 1rt. From the comparison lemma it easily follows
that the convergence time can be estimated as in (19).

To prove the Corollary one has just to
apply the transformations (k1, ka, k3) —
Lky, L*ko, L3k3)  and (71, 712, V2, 723, 73) -

L74’}/1, L75’}/12, LiG’)/Q, Ligﬁgg, L712"}/3) in all the
inequalities. The result for A = 0 is immediate, since the
inequalities remain invariant under this transformation.

V. CONCLUSIONS

In this paper we provide, for the first time in the literature, a
Lyapunov function for Levant’s exact and robust second order
differentiator. Although the Lyapunov function presented here
is quadratic its derivative is not, and it is also a discontinuous
function. Some new inequalities were introduced in the paper
in order to show the negative definiteness of the derivative of
this Lyapunov function. Technically, this is the main contri-
bution of the paper. This technique can be also used for non
quadratic Lyapunov functions for the same differentiator, and
it seems to be possible to generalize the results for higher
order differentiators, what is the topic of future research.

ACKNOWLEDGMENTS

The author gratefully acknowledges the financial support
from PAPIIT, UNAM, grants IN117610 and IN111012, and
Fondo de Colaboracién del II-FI, UNAM, IISGBAS-165-2011.

REFERENCES

[1] Baccioti, A. and Rosier, L. (2005). Lyapunov functions and stability in
control theory. 2nd ed. New York, Springer-Verlag.

[2] Filippov, A.E. (1988). Differential equations with discontinuous right-
hand side. Kluwer. Dordrecht, The Netherlands. 304 p.

[3] Hardy, G.H.; Littlewood, J.E.; Pdlya, G. Inequalities. London, Cam-
bridge University Press, 1951.

[4] Moreno, J.A., Osorio, M. (2008) A Lyapunov approach to second-
order sliding mode controllers and observers. 47th IEEE Conference
on Decision and Control. CDC 2008, pp.2856-2861

[5] Moreno, J.A., Osorio, M. (2012) Strict Lyapunov functions for the
Super-Twisting Algorithm. IEEE Trans. on Automatic Control. 2012.
DOI: 10.1109/TAC.2012.2186179

[6] Moreno, J.A., (2009) A Linear Framework for the Robust Stability
Analysis of a Generalized Super-Twisting Algorithm. 6th International
Conference on Electrical Engineering. CCE 2009, pp.12-17.

[7] Levant A. Robust exact differentiation via sliding mode technique.
Automatica; 1998, 34(3):379-384.

[8] Vasiljevic LK, Khalil HK. Error bounds in differentiation of noisy
signals by high-gain observers. Sys. & Con. Let.; 2008, 57(10):856 —
862.

[9] Levant A. Higher order sliding modes: differentiation and output feed-

back control. Int. J. of Control; nov 2003; 76 (9-10):924-941.

Levant, A. Homogeneity approach to high-order sliding mode design.

Automatica, 2005; 41 (5): 823-830.

Moreno J. A. Lyapunov approach for analysis and design of second

order sliding mode algorithms. Sliding Modes after the first decade of

the 21st Century, Fridman L, Moreno J, Iriarte R (eds.). Springer-Verlag,

2011; 113-150.

(10]

(11]

571



